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Abstract—SysML is an industrial standard for the modeling of systems, providing a graphical way to model structure and behavior. Despite its flexibility, SysML lacks semantics to give language elements a precise meaning. Current implementations of the standard allow multiple interpretations of syntactical elements and can cause misunderstandings when porting a model among tools. Our work focuses on the definition of concrete semantics for SysML to enable correct interpretation of heterogeneous models. We also add semantic adaptation elements to guarantee that interactions among different formalisms are unambiguous. We demonstrate our approach by generating SystemC-AMS code automatically from SysML diagrams for a case study with two distinct formalisms. This kind of translation allows the validation of system behavior through simulation.
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I. INTRODUCTION

For years we have managed the complexity of large systems by a component-based approach, breaking down the system in a set of objects composed hierarchically with interactions restricted to tightly defined interfaces. Heterogeneous systems require extra modeling effort because the interactions must be well defined when crossing the boundaries of different domains. Even if the interfaces are completely specified, a problem remains: the execution semantics of components of different domains may differ and without a formal definition of how these components should interact, it is most likely that the overall system, once integrated, behaves unpredictably or in an implementation-dependent way.

During the design phase of a system, it is rather common to use simulations of models as a support to validate correct functionality of a component before deploying it to fabrication. Those models can be either described in textual or graphical languages. The latter is generally accepted to be easier to use and more comprehensible.

SysML is now an industry standard for a graphical system-level specification language. It is used to manage complexity while improving communication among different teams. The use of SysML diagrams facilitates the documentation and specification regarding system requirements and constraints on property values [1].

SysML does not provide built-in simulation capabilities but offers great flexibility for modeling large heterogeneous systems. For our purposes, heterogeneous systems are systems that present components of different nature which are modeled using distinct formalisms. A heterogeneous model thus involves at least two different modeling formalisms with bound interfaces, i.e. exchanging data, control or sharing the same time scale. The challenge that we face is to give SysML diagrams explicit and executable semantics so that heterogeneous models can have coherent behavior for simulations across different tools.

The meaning of SysML structural elements is not given by the standard itself. Users of SysML commonly give their own (often implicit) interpretations of how each language element behaves. Block definition diagrams and internal block diagrams are examples of purely structural diagrams with no behavioral semantics. A SysML connector, for example, can represent a wire, a physical chain or even a function call. The problem of the lack of clear semantics is more severe in heterogeneous models. The interaction of a finite state machine monitoring inputs from a continuous time model is a classical example. From the SysML perspective, there is nothing that defines explicitly when a guard should be evaluated or what precision continuous time data should be monitored.

One way to describe the behavior of a model is by defining its Model of Computation (MoC) [2]. The MoC details how components of a given system interact, how they exchange data, control and notions of time. Examples of commonly used MoCs are: Discrete Event (DE), Continuous Time (CT) and Finite State Machine (FSM). These and have been detailed in [3]. The challenge is how to combine them seamlessly so as to run simulations of the whole system with predictable results.

The present work tackles the problem of simulating heterogeneous systems described in SysML by adding concrete semantics to SysML diagrams through the use of MoCs. We define explicit rules that we call semantic adaptations for the interactions between these MoCs and we automatically generate SystemC-AMS code using model transformations based on our semantics definitions. We thereby take advantage of the SysML language as our front-end modeling environment and simultaneously benefit from SystemC-AMS powerful simulation engine to validate heterogeneous systems by simulation.

This article is organized as follows. Section II introduces previous approaches and the state of the art concerning heterogeneous modeling languages, the use of multiple MoCs with
SystemC and the generation of SystemC code from SysML and UML diagrams. Section III introduces our approach and show implementation details of our model transformations. Section IV details the semantics of the two MoCs explored in the example shown in Section V. Then sections VI discusses the advantages and drawbacks of our approach and section VII concludes.

II. RELATED WORK

A. Heterogeneous modeling languages

Modeling heterogeneous systems is not an easy task. The obstacles and issues arising when trying to implement such models have been the focus of considerable research. Ptolemy II [4] handles heterogeneity by hierarchy. Components are nested in black boxes (also called Actors) for which the semantics of execution and communication are defined by an entity called Director. A director defines how a model should behave and how its components communicate, in other words, it defines the model of computation (MoC). Actors can be transparent or opaque regarding its parent: if the child actor does not have its own director it is considered to be transparent and will inherit its parent director, if it has its own director, it is considered to be opaque (like a black box). In Ptolemy, computation and communication semantics are well defined for a large set of MoCs. Unfortunately, there is no explicit way to define the adaptation between models that use different MoCs. This can cause some confusion if the user is not aware of the default adaptation performed by Ptolemy. Extra modeling effort may be required if a specific behavior is expected.

Ptolemy’s focus on heterogeneous systems inspired other works such as ModHel’X [5]. ModHel’X proposes a flexible framework for the development of heterogeneous systems separating the model’s definition from the MoC’s definition. In ModHel’X, a generic execution environment was created to allow the definition of several models of computation. Following the same principle of actor-based modeling, ModHel’X defines blocks whose behavior is determined by a MoC (equivalent to Ptolemy’s Director) and introduces an interface entity capable of making the necessary adaptations among different MoCs (i.e. data, control and time). To do so, ModHel’X improves upon the execution algorithm of Ptolemy by the introduction of an adaptation phase right before and after the “fire” phase. This yields an effective way to define the semantics of the interactions between different models of computation.

B. Multiple MoCs with SystemC

SystemC [6] has clearly established itself as an important system-level specification language providing simulation capabilities in an early phase of development. One important application of SystemC is the description and automatic synthesis of digital hardware [7] from a subset of the language. SystemC is based on a dedicated discrete event (DE) simulation kernel capable of modeling concurrent processes. However, using only a DE MoC can be cumbersome if one needs to model several application domains. Several researchers have extended the DE kernel with libraries in order to implement different MoCs. This strategy often results in performance degradation, as discussed in [8]. H.D. Patel and S.K. Shukla have shown that better implementations could be achieved if dedicated simulation kernels are used for MoCs such as FSM, Communication Sequential Processes (CSP) and Synchronous DataFlow (SDF).

In any case, dedicated simulation kernels do not solve entirely the problem of the heterogeneity. The interactions among different MoCs are hard to model and may result in semantic conflicts. One interesting solution is shown in the HetSC library [9]. HetSC is an extension library for SystemC to support the modeling of several MoCs. HetSC deals with heterogeneity by the use of configurable converter channels where time and data adaptations are clearly specified. HetSC allows the user to choose if there will be data loss, interpolation or even an exception thrown [10]. These choices are necessary to resolve semantic conflicts among different MoCs.

SystemC-AMS [11] follows a different path, it provides pre-built MoCs allowing co-simulation of continuous and discrete components. SystemC-AMS is the Analog Mixed Signal (AMS) extension for SystemC. As an answer to the heterogeneity problem, SystemC-AMS provides support for MoCs closer to the continuous-time domain such as Linear Signal Flow (LSF) and Electrical Linear Networks (ELN). These are two different ways of representing differential equations on the continuous-time domain, both built on top of a linear differential algebraic equation solver synchronized to the discrete event simulation kernel of SystemC.

SystemC-AMS could be used together with HetSC if one needs to support a wide range of MoCs [12]. In the present work thought we have chosen to target only SystemC-AMS as a first proof-of-concept of our approach which could be easily extended to more MoCs if necessary as discussed in section VI.

C. From SysML/UML to SystemC

Many publications have been devoted to the translation from modeling languages to executable code. Raslan et al. [13] have defined a mapping between SysML and discrete event SystemC in order to raise the abstraction level of electronics designs and speed up the design process. Prevostini et al. [14] proposed a SysML profile to model SoCs and provided an engine to automatically generate SystemC code. By using parametric diagrams they were capable of defining equation constraints, and by using allocations in activity diagrams they managed to co-simulate hardware and software together. Mischkalla et al. [15] came up with a methodology based on an emulated processor using SystemC Transaction Level Modeling (TLM) and reported being capable to automatically synthesize combined hardware and software through a series of code generations and tools synchronizations. They support only the synthesizable subset of SystemC to guarantee that the hardware modeled with SysML is synthesizable.
All of these approaches have addressed the integration of SysML with the SystemC discrete event simulator or a synthesizable subset of SystemC, but have not considered the intrinsic multi-domain characteristic of heterogeneous systems. We intend to raise the abstraction level of heterogeneous systems designs using SysML diagrams together with a set of semantics definitions for each MoC. That will not only improve systems design comprehensibility with high-level graphical descriptions but also provide executable semantics to SysML diagrams, allowing us to run simulations from the specification models. In the following section we detail our approach by showing an automated way to generate SystemC-AMS code from annotated SysML diagrams.

III. THE APPROACH

Our approach consists in two separated phases. Starting from the SysML model, we first do a model-to-model (M2M) transformation in order to have an equivalent model in the SystemC-AMS language. We then generate SystemC-AMS code through a model-to-text (M2T) transformation using templates of SystemC-AMS.

The M2M transformation takes into consideration the constructions of the input and output languages, thus their meta-models. Since models conform to their meta-models, the transformation can be applied to any instance of the input meta-model. This step is responsible for the translation of every SysML element into its equivalent SystemC-AMS. For example, applying the transformation T1 to a SysML Block composed of several parts results in the creation of a SystemC-AMS module with its corresponding sub-modules.

We have used the Atlas Transformation Language (ATL) [16] to define the M2M transformation. ATL is a language to define model transformations by a set of transformation rules. Being a model itself, the transformation has its own meta-model as well. ATL is based on pattern recognition of from/to rules. Every element of the source model that matches any from rule triggers the creation of the corresponding to element. Therefore, for every SysML element, we have an equivalent SystemC-AMS element.

The example in figure 2 shows a simple rule that will generate a SystemC port (sc_port) for every SysML flow-port (sml_port). This rule will read all attributes from the SysML element, such as name, type and direction, and associate to the equivalent element on the SystemC side.

```
rule Ports {
  from sml_port : SYSML!FlowPort
to sc_port : SC!Port {
    name <= sml_port.base_Port.name,
    type <= sml_port.base_Port.type.name,
    direction <= sml_port.direction
  }
}
```

In order to define the M2M transformation both input and output meta-models should be available. SysML meta-model has been defined by the Object Management Group (OMG) and it is now an established standard [17] providing a structured definition of the languages elements. Every model written in SysML must conform to its meta-model. SystemC-AMS, on the other hand, has no comparable meta-model reported. Nevertheless, since it is also a language with specific constructions we can define its own meta-model.

SystemC meta-models have been studied in [18] and [19] but were limited to the DE MoC. Based on these previous works, we have added AMS specific constructions and facilities to support multi-formalisms and semantic adaptations. A simplified version with most important elements is shown in figure 3.

Differently from [18], we have separated the definition of an atomic module from a composed module allowing us to differentiate a user-defined component from a library standard component e.g. integrators from the LSF formalism.
or resistances from the ELN formalism. A composed module may contain ports, variables signals and other sub-modules. The latter models hierarchical compositions. Some other constructions were inherited from basic C/C++ language, such as the case-switch, necessary to implement a state machine in SystemC.

A module may be modeled using one of the four possible formalisms, either using standard SystemC DE MoC or with any of the specific AMS MoCs, i.e. LSF, ELN or Timed DataFlow (TDF). We take that into account through the use of the formalism attribute in the Module abstract element. In order to consider the semantic adaptation when crossing the boundaries of different MoCs, we have added an Adaptor element that binds to a port.

Adaptors are elements responsible for translating signals from one domain to another. The behavior of an adaptor depends on the combination of input/output MoC and whether it is a producer or consumer of data. We capture those properties in the meta-model by the three attributes to, from and direction. The generated SystemC-AMS code corresponds to the standard adaptor channels available from the SystemC-AMS 1.0 proof-of-concept released by the Fraunhofer Fraunhofer Institute for Integrated Circuits IIS.

Code generation is the second step of our approach. We generate equivalent C++ code from SystemC-AMS model using the ACCELEO engine [20]. ACCELEO is an implementation of the MOF model-to-text language defined by the OMG [21]. ACCELEO is also a transformation language but the target is text instead of another model. By defining templates for each component of the input meta-model, ACCELEO generates a set of files conforming to the target grammar.

In our approach, ACCELEO scans the input SystemC-AMS model and generates two files for every block, one header with the module definition (equivalent to the black box), and one source file with the implementation of every process.

In the example of figure 4 we show the creation of each header file when a ComposedModule is found. We define a ComposedModule as a hierarchical element containing other modules. In this example, we want to generate equivalent code of the Module’s black box, thus we shall declare every port inside a SC_MODULE macro. We do that with a for loop that iterates over the sequence of ports of the Module ‘m’ and writes equivalent SystemC code. Note that ACCELEO will replace only the code inside the brackets except for internal commands such as template, file, or for loops.

Although code generation is necessary for running simulations, we focus our work on defining concrete semantics to SysML models. We achieve that by using semantic definitions with the help of SysML constraint blocks. The stereotype "constraintBlock" or simply “constraint” describes constraints on system structures [22]. SysML does not define one language to express constraints. Most will use regular arithmetic expressions to describe relations that can be automatically evaluated. We have chosen to use specific keywords (as we shall demonstrate latter in a case study) to indicate directly in the diagram which MoC is used for each SysML Block.

Our approach for filling the semantics gap in SysML is
to define concrete semantics of each MoC along the three dimensions of concurrency, communication and time. We also consider the heterogeneity of multi-paradigm systems and the necessary semantic adaptations at the frontier of different domains. These semantics definitions are implemented by our transformations together with the necessary adaptations. In the following section, we introduce the semantics of two MoCs, i.e. CT and FSM so that simulation of SysML diagrams are free from ambiguous definitions. We also describe briefly the simulation engine on which the MoCs are based.

IV. A MULTI-PARADIGM SEMANTICS

A. The simulation engine

The execution model is based on the delta-cycle simulation algorithm defined by SystemC’s discrete event engine [23]. At the very heart of its engine, the main algorithm is composed of three steps. Evaluate, Update and Time Advancing (also called delta notification). In the evaluation phase, SystemC will run every process but will not propagate data to corresponding signals or ports until every process is executed. The update phase will then synchronize all process by updating signal and ports with previously calculated values on the evaluation phase. This may trigger the engine to re-evaluate some of the process (case of feedback loops) without advancing the simulation time. Finally, when the system’s state is stable, time advances until the next scheduled event. This ensures that every node is evaluated before data can propagate and guarantees concurrency of elementary blocks. Concrete semantics is given individually for each MoC.

B. Continuous Time Semantics

Continuous-time models are best expressed using block diagrams. The use of the internal block diagram of SysML is suitable to represent hierarchical composition of elements of a system. The CT formalism requires the use of pre-defined building blocks, such as substractors, integrators and gain blocks. These primitive blocks are defined in a separated library, shown in figure 5 and are used by the designer to model dedicated transfer functions. The use of the CT formalism is expressed by a SysML constraint block CT Block as shown in the example of figure 7.

Concurrency: Every CT block is defined by an equation describing how outputs react to its inputs variations. A CT block shall apply a mathematical function to its input variables every time there is a new sample available on one of its inputs. Mathematical functions can be defined by SysML constraints, as shown for CT building blocks library in figure 5 (for simplicity reasons, only a subset is shown).

Communication is defined by the interpretation of what connectors do. In the case of a CT block, connectors are interpreted as variables of a differential equation. They act as the system memory, saving the state of that system for every snapshot in time.

Time is the independent variable on which some CT blocks rely to apply their mathematical relations. For instance, the gain block has no state and does not depend on time, but the integrator block requires time variations to apply its transfer function.

C. Finite State Machine Semantics

Finite State Machines have a dedicated diagram in SysML. States are represented by rounded corner rectangles and transitions by arrows. The transition guard is a condition or an event required to change from one state to another. The state invariant represents the control. It takes the form of an equation placed inside the states and produces an output whenever that state is reached.

In our approach we consider FSMs to be untimed, free from implementation details. Indeed, FSMs could have time notations typically synchronous implementations of FSMs on hardware which require a clock input to dictate when guards should be evaluated or outputs produced. We have chosen to use a more abstract model of the system thus avoiding implementation-specific constructs.

Concurrency is defined by regions where independent states run concurrently. The most common kind of construction is the or-state, where no concurrency is defined and the system state is defined by the current state itself. A less regular construction is the and-state set. In this case, the system state is defined by a subset of states of independent regions.

Communication is non-existent. There is no data flow in a state machine. This kind of diagram is used exclusively to model control.

Time: The notion of time does not exists in a finite state machine. This formalism is driven only by events which do not require a time scale. Semantic adaptation is needed when continuous-time variables are connected to a state machine. In
this case, a monitor shall be created for each guard condition to detect threshold crossing and trigger events which are responsible for state changes.

D. Semantic Adaptation

In order to have precise simulations, one has to define not only the semantics of each formalism but also the necessary actions and adaptations if different formalisms are used in the same diagram. This can be achieved by the definition of an adaptor element.

The adaptor is an entity that is bound to a port in order to explicitly adapt data, control and/or time for different formalisms. Our transformation chain chooses appropriate adaptors from the standard SystemC-AMS library depending on the frontier that the port is. For example, if using LSF formalism inside a continuous-time block and the outside environment is of discrete event nature, then a LSF to DE source or sink (sca_lsf::sca_de::sca_source or sca_lsf::sca_de::sca_sink) should be chosen, depending on the direction of the port.

Some adaptors require the definition of specific attributes. Input ports from DE to CT require the definition of a sampling time-step to guarantee that analog data will be available periodically. We illustrate the use of multi formalisms and adaptors in the following case study.

V. CASE STUDY

A. The model

Consider the following example: a vehicle with speed control. This system can be modeled by two blocks: One to model the dynamics of the vehicle and another to model the speed control. We represent the dynamics of the vehicle using an internal block diagram that models the differential equations of the state variables of the system, such as force, acceleration and distance. The control block, on the other hand can be best modeled using state machines. Those are two different formalisms with different semantics. In figure 6 we show the vehicle composed of one part \textit{i dynamics} typed by the \textbf{Dynamics} block and one part \textit{i control} typed by the \textbf{Control} block.

The dynamics block is composed of two integrators and one gain block. They appear as parts of the dynamics block. Note that some blocks have parts that should be initialized with a proper value. In the diagram of figure 6, \textit{init} \_\textit{gain} is one instance of type \textit{gain} with initialized parameters. Other parts will assume default values as defined by their types.

Figure 7 shows the vehicle’s dynamics modeled by an internal block diagram with the gain block applying the equation \( F = ma \) and two integrators that will compute the speed and distance from the acceleration.

To solve the semantic gap of the internal block diagram, we have added the contraint block \textbf{CT Block} with the keyword \textit{useCT}. This implies that semantics defined in section IV should be applied to this diagram. Thus the gain block and both integrators shall apply the mathematical relation defined in figure 5.

The control block is responsible for applying a certain amount of force to the dynamics block, depending on the state of the vehicle. We have modeled it with a State Machine Diagram as we can see in figure 8. The goal is to make the vehicle reach a certain speed, maintain it for a given distance and then stop.

Note that inputs are continuous variables, but inside the control block, we only have events or conditions declared. In this case the semantics of the FSM MoC, as defined in section IV, is used since we have the constraint \textbf{FSM Block} with the keyword \textit{useFSM}.

The adaptation is shown in the top-level block, i.e. the internal block diagram of the block Vehicle. In order to define how the state machine interprets analog data and with what precision the inputs are monitored we explicitly annotate in the diagrams that ports are bounded to adaptors using the keyword \textit{isAdaptor} as shown in figure 9.

The declaration of an adaptor is made in the following form: \textit{isAdaptor} (adaptor type), where \textit{adaptor type} is a code...
Fig. 8. Vehicle control

for the multi-domain frontier to which the port belongs. In
our example, we consider the vehicle to be embedded in the
discrete event simulation environment of SystemC. Input port
‘F’ is in the frontier of a DE environment and a CT block. It
shall then apply the adaptor type **de2ct**.

Fig. 9. Vehicle Composed of the dynamics and control

This special case of adaptor will adjust time scale for the CT
block because in the DE environment, data won’t be present at
all time. In the example, we chose to use periodic sampling by
setting the corresponding attribute **timestep** to 1ms. This will
create a sample every 1ms at the input port ‘F’ required by the
CT block to calculate the outputs ‘v’ and ‘d’, corresponding
to speed and distance respectively.

Outputs ‘v’ and ‘d’ apply the inverse adaptor **ct2de**. Con-
trary to **de2ct** this adaptor will convert data instead of adjusting
time. It shall generate an event interpretable by the DE
simulator every time a sample is available allowing the FSM to
detect with a determined precision (in this case the simulation
time step) when events shall trigger its internal guards. The
adaptation is a design choice, and the use of adaptors makes it explicit so that different tools can interpret the model in the
same way.

**B. Results**

From our transformations engine, we obtain plain ex-
cutable SystemC-AMS code. The Continuous Time block
was successfully translated to its equivalent LSF model in
SystemC-AMS, using base blocks with the same transfer
function as defined by the constraints of figure 5. The Finite
State Machine was automatically mapped into a two process
module with variables **current_state** and **next_state**
implementing the classical representation of state machines in
SystemC.

Fig. 10. Results obtained from an automatic code generation

In figure 10, we show the output of the simulation obtained
by compiling and running the generated SystemC-AMS code.
We can see the force applied to the dynamics model in the
first row. It is a signal of discrete nature correctly adapted
to work with the continuous time signals ‘v’ and ‘d’. The
vehicle accelerates until it reaches a constant speed of 20m/s
as specified in the control block of figure 8. After that, control
will switch to **hold** state keeping the speed constant until the
vehicle reaches 60m slightly after 4 seconds. It finally switches
to **break** state until the end of simulation.

The remarkable fact in this simulation is that using only
the SysML diagrams we were able to generate the complete
executable SystemC-AMS model. Semantics were defined
individually for each MoC. Interactions in multi-domain fron-
tiers were strictly described by the adaptors. This approach
could be extended to other languages if the meta-model of the
target language is available. Identical simulation results would
be obtained since the behavior is strictly determined.

**VI. DISCUSSIONS AND CONCLUSIONS**

This two-step technique is a first approach toward a generic
intermediary meta-model from which we could automatically
generate code for other languages, e.g. VHDL-AMS or Sys-

temVerilog. With some minor changes, our approach could
be extended to support other MoCs. In this case, the user would have to complete the framework with templates of constructions proper to the MoC of interest. If necessary, other languages could be used as well. For example, if the user intents to use Communication Sequential Processes (CSP), HetSC could be a possible candidate. This case results in more changes in the framework such as incrementing the SystemC-AMS meta-model with specific HetSC elements and adding corresponding templates to match HetSC grammar.

The approach has its drawbacks as we try to be as generic as possible. One could claim that since SystemC-AMS provides facilities to model continuous time systems we could benefit of the specific MoCs by defining the use of LSF or ELN directly in the SysML diagrams instead of using a generic MoC CT. This could facilitate the approach by having only one step: the M2T transformation. Again, the choice of the two-step technique allow us to build a generic framework to target the generation of code for other languages.

VII. Conclusion

In this paper we introduce a new approach for simulating multi-domain systems modeled in SysML. We validate the behavior through simulation and we target SystemC-AMS as our execution engine. We address the ambiguity problem of SysML diagrams by assigning concrete semantics (MoCs) to SysML diagrams. In order to solve the semantic adaptation problem, we added the notion of adaptors to SysML based on the existing SystemC-AMS converter channels.

Based on model driven engineering, our transformation framework is capable of generating executable SystemC-AMS code from multi-paradigm SysML diagrams. Our main contribution in this paper was to extend SysML to SystemC code generators by adding (a) concrete semantics to SysML syntactical elements, (b) support for the AMS extension and (c) simulation capabilities to SysML models.

We will continue our work by defining the semantics of other formalisms in SysML diagrams and by improving the specification of testbenches and use cases. We also would like to use semantic verification techniques in our transformation engine in order to verify that SysML models are not only syntactically correct, but also have coherent semantics.

In the future, we wish to apply our strategy to other languages beyond SystemC-AMS. In order to do so, we have considered generalizing our engine with an intermediary abstract semantics to facilitate transformations to other languages. The development of a generic model of computation is an on-going field of research of the GeMoC initiative [24].
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